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A B S T R A C T

Acoustic-based techniques are the standard for localization and communication in underwater environments,
but due to the challenges associated with this medium, it is becoming increasingly popular to find alter-
natives such as using optics. In our prior work we developed an LED-based Simultaneous Localization and
Communication (SLAC) approach that used the bearing angles, needed for establishing optical line-of-sight for
LED-based communication between two beacon nodes and a mobile robot, to triangulate and thereby localize
the position of the robot. Our focus in this paper is on how to optimally fuse measurement data for optical
localization in a network with multiple pairs of beacon nodes to obtain the target location. We propose the use
of a sensitivity metric, designed to characterize the level of uncertainty in the position estimate with respect
to the bearing angle error, to dynamically select a desired pair of beacon nodes. The proposed solution is
evaluated with extensive simulation and experimentation, in a setting of three beacons nodes and one mobile
node. Comparison with multiple alternative approaches demonstrates the efficacy of the proposed approach.
. Introduction

The position of a mobile robot is valuable information needed in
variety of autonomous robot tasks, such as navigation and environ-
ental mapping [1]. Robots working in a group can collaboratively

hare data amongst themselves in order to localize individual agents
f the group. One of these collaborative localization approaches is tri-
ngulation, which uses angles relative to several neighbors with known
ositions, often referred to as beacons (or base nodes), to localize the
ndividual robot [2].

Localization through triangulation is a large field with many imple-
entation techniques in both robotics and surveying engineering, with

he latter field referring to triangulation as the three-point resection
roblem [3]. In their comprehensive review of the subject Pierlot
nd Van Droogenbroeck grouped these many approaches into four
eneral categories, Geometric Circle Intersection, Iterative methods,
eometric Triangulation, and Multiple Beacons Triangulation, with
ne of the more commonly used approaches being Geometric Circle
ntersection [4]. In this particular type of triangulation, two arcs are
erived from the bearing angles that are between three beacons and
target. Each arc spans between one unique pairing of the beacons

nd passes through all possible coordinates of the target. Thus the
ntersection point of two of these arcs leads to the position of the
arget [3–5].

✩ This paper was recommended for publication by Associate Editor Alexander Leonessa.
∗ Corresponding author.

A form of Geometric Triangulation is implemented by Sergiyenko
and coworkers in [6–8] by finding the bearing angles of a laser trans-
mitter and a receiver necessary for the receiver to detect the light
from the transmitter that is deflected off the object of interest. The
transmitter and receiver units are mounted on a beam at a fixed
distance apart; this combined with measured angles allows for the
Laws of Sines to be used to triangulate the coordinates of the point
of deflection on the object.

Sensitivity or error analysis of triangulation methods to improve
certain aspects of the system has been done previously [3,9,10]. Tekdas
and Isler [9] used a common uncertainty function to implement a bea-
con placement algorithm and Font-Llagunes and Batlle [3] presented
an error analysis of their triangulation method to also generalize a pre-
ferred configuration of beacons. However, in both works the analysis
is used to only create a static solution and is not used to dynamically
improvise the measurement process to adapt to changes in robot loca-
tion. A dynamic approach was developed by Madsen et al. [10] for their
robot self-positioning triangulation technique, in which the position
of the robot was computed from the angles of separation between
the landmarks, i.e., points of interest, detected by a camera. Their
method employed a specially designed metric that characterized the
relationship between the error in locating the positions of landmarks
in the captured image and the error in the computed robot position.
This metric would then be used to find the best landmark triplet, within
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an environment that had many landmarks, to best localize the robot at
each point in its trajectory.

A noticeable advantage of group-based localization methods is an
ability to be functional in environments where GPS signals are inacces-
sible such as indoors and underwater. Underwater implementations are
often challenged by the poor signal quality of acoustic-based methods,
which are the current standard solutions for localization and com-
munication in the underwater environment. In particular, the long
propagation delays, limited bandwidth, and the multipath effect of
acoustic signals, which often result in low signal reception reliabil-
ity and low data rates, make working with them very difficult [11–
14]. Alternatives to acoustic approaches have been explored, including
optical-based approaches such as those using Light-Emitting Diodes
(LEDs). However, a near line-of-sight (LOS) between transmitter and
receiver is needed for LED-based approaches to operate; several meth-
ods, such as the use of redundant transmitters/receivers [15–18] and
active alignment [19–21] have been proposed to address this challenge.

In our earlier work, [22–24], a solution to Simultaneous Localiza-
tion and Communication (SLAC) using an LED-based optical system
was proposed. Localization was accomplished using the bearing angles
needed to establish optical LOS between two base nodes (or beacons)
with known positions and a mobile robot. In particular, these bearing
angles were captured by the base nodes and then used to compute
the robot’s position via triangulation. Critical to the success of the
localization, the maintenance of the LOS between the base nodes and
mobile robot, is made difficult due to the robot’s mobile nature. To
address this challenge, the robot’s next set of coordinates were pre-
dicted with a Kalman filter, which helped to minimize the effort needed
to measure the bearing angles and allowed for a dynamic localization
approach. One glaring drawback to this approach of using two base
nodes, is that, when the mobile robot is close to forming a collinear
configuration with the base nodes, a singularity issue arises with the
position measurement.

This work explores the optical localization of a mobile robot using a
group of (more than two) base nodes, with the main focus set on finding
the best way to fuse the data from the multiple sources so to enhance
the positioning accuracy. One of the goals of the proposed work is
to address the singularity limitation of the two-base-node method.
The redundancy from extra nodes could present alternative base-node
pairings when one or more pairings are in a collinear configuration
with the robot. An important design consideration is how to fuse the
additional bearing angle information effectively. This work proposes
the use of a sensitivity metric, which represents how sensitive a trian-
gulated position is with respect to the bearing measurement error, to
choose a pair of base nodes for triangulation that are the most robust at
that time instance. In particular, the base node pairing with the lowest
sensitivity metric is chosen to compute the target’s position using the
corresponding measured bearings. The resulting position is then fed
into the Kalman filter to predict the target’s next position, which is
critical for facilitating the LOS establishment for the next round of
communication and localization.

Preliminary results for the proposed method were presented at the
2019 IEEE/ASME International Conference on Advanced Intelligent
Mechatronics (AIM) [25]. The work presented here is a significant
extension to [25] with new simulation analysis and extensive ex-
perimental results, including comparison with additional alternative
approaches.

Both the simulation and experimentation compare the performance
of our proposed sensitivity metric-based approach against three alterna-
tives methods. These three approaches include a different means of data
fusion in the form of averaging the triangulated target positions com-
puted from the bearing angles of each base node pairing, a variation to
the filtering scheme by incorporating the current angle measurements
in the measurement noise covariance matrix, and a combination of
the averaging fusion technique with this filtering scheme variation. A
fourth alternative approach is also examined in simulation, in which
2

Fig. 1. Illustration of the geometric triangulation used in the two-base-node approach.

the captured bearing angles are used directly as the system output and
are nonlinear functions of the states, thereby entailing the use of an
extended Kalman filtering (EKF) scheme [26].

Results show that the proposed sensitivity metric-based approach
outperforms the alternative variations and achieves an average esti-
mated position error of roughly 0.18 grid units in experiments, whereas
the alternative averaging and filtering scheme approaches achieve aver-
age estimated position errors of approximately 0.19, 0.28, and 0.25 grid
units in experiments, respectively. The alternative EKF-based approach
yielded relatively poor results with the estimated velocity diverging
away from the ground truth fairly quickly, thereby causing the system
to consequently fail at maintaining the LOS.

The remainder of this paper is organized as follows. Section 2
reviews the position triangulation technique and Kalman filtering for
the setting of two base nodes and one mobile node (target). Sec-
tion 3 details the sensitivity metric and the proposed fusion approach.
Simulation results are provided in Section 4, followed by experimen-
tal evaluation in Section 5. Finally, conclusion and future work are
discussed in Section 6.

2. The two-base-node localization approach

2.1. Measurement process

The approach discussed in this work has been designed in the
two-dimensional (2D) setting. The two-base-node approach involves a
three-node network, consisting of a mobile node (MN) to be localized
and a single pair of base nodes (with known locations, BN1 and BN2)
as shown in Fig. 1.

Each node has a photodiode receiver and an LED transmitter as
components of its optical transceiver, which is able to rotate 360◦ and
keep track of the changes in its orientation. As the MN shines its light at
each base node, the base nodes rotate their transceivers to determine
the LOS measurement with respect to the MN based on the received
light intensity, thus extracting their respective bearing angles 𝜃1 and 𝜃2.
Further details on the scanning process are described in Section 2.2.

Through the use of these angles and the locations of the base nodes,
the mobile node’s 𝑥 and 𝑦 coordinates are computed as:
[

𝑛𝑥
𝑛𝑦

]

=
[

𝐵1𝑥 + |

|

𝑉1|| cos 𝜃1
𝐵1𝑦 + |

|

𝑉1|| sin 𝜃1

]

(1)

where
[

𝐵1𝑥, 𝐵1𝑦
]𝑇 and

[

𝑛𝑥, 𝑛𝑦
]𝑇 are the position vectors of BN1 and the

mobile node MN, respectively, and |

|

𝑉1|| is the magnitude of vector 𝑉1
shown in Fig. 1 and is obtained using the Laws of Sines. In particular,

|

|

𝑉1|| =
𝑑 sin(𝜃̄2)
sin(𝜃𝑛)

(2)

where the value of 𝜃̄2 is the complement of 𝜃2, 𝜃̄2 = 180◦ − 𝜃2, 𝜃𝑛 is an
angle, within the MN-BN1-BN2 triangle, that corresponds to the side
BN -BN , 𝜃 = 𝜃 − 𝜃 , and 𝑑 is the length of the side BN -BN .
1 2 𝑛 2 1 1 2
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Despite the seemingly straightforward static measurement process
shown in Fig. 1, using it to localize a mobile target can be espe-
cially challenging, since this can easily lead to an inadequate LOS for
measurements caused by insufficient synchronization and coordination
among all of the nodes. There is also the complication of relying on pure
algebraic calculations for the position (1), since the inherent noise in
the measurement angles will lead to highly variable (instead of smooth)
estimated trajectories for the mobile node MN.

Kalman filtering addresses this issue by exploiting the predicted
positions of the MN it generates from the robot’s dynamics and the
measurements computed by (1), to significantly reduce the effort of
searching for the LOS and thus enabling efficient, accurate, and dy-
namic localization. In particular, the predicted position is used to
generate anticipated angular locations of the mobile node, 𝜃̂𝑖,𝑘 (recall
Fig. 1), relative to each 𝑖th base node, which are then used to center
the scanning process of that base node. These angles are computed as
follows:

𝜃̂𝑖,𝑘 = cos−1
⎛

⎜

⎜

⎝

𝑉𝑏 ⋅ 𝑉𝑚𝑖

|

|

𝑉𝑏||
|

|

|

𝑉𝑚𝑖
|

|

|

⎞

⎟

⎟

⎠

where, 𝑉𝑏 =
[

1
0

]

, 𝑉𝑚𝑖
=
[

𝑛̂−𝑥
𝑛̂−𝑦

]

−
[

𝐵𝑖𝑥
𝐵𝑖𝑦

]

ere
[

𝐵𝑖𝑥, 𝐵𝑖𝑦
]𝑇 are the position coordinates of the 𝑖th base node

Ni, 𝑉𝑏 ⋅ 𝑉𝑚𝑖
is the dot product between vectors 𝑉𝑏 and 𝑉𝑚𝑖

, and
[

𝑛̂−𝑥 ,

𝑛̂−𝑦
]𝑇

is the predicted position vector of the MN.

The designs of the proposed position measurement-based Kalman
iltering algorithm as well as an alternative angle measurement-based
xtended Kalman filtering algorithm are presented next.

.2. The Kalman filtering algorithms

The main purpose for using Kalman filtering in this work is to
acilitate the maintenance of the line of sight between the base nodes
nd the mobile node, by predicting the future positions of the robot
o to produce anticipated angles for the transceiver orientation. It is
ssumed that the dynamics of the mobile node are captured with a
onstant velocity model corrupted with Gaussian noise, since precise
rior knowledge of the mobile node’s movement would in general not
e available to the base nodes. Potentially, alternative filtering and
redictive schemes, such neural networks [27], could have been used.
owever, the assumption on the dynamics enables the use of compu-

ationally efficient Kalman filtering for predicting the mobile node’s
oordinates. Moreover, other approaches tend to require additional
verhead; for example, in the case of neural networks one needs to train
he system in advance.

The dynamics for the mobile node can be represented as:

𝑘+1 = 𝒏𝑘 + 𝒗𝑘𝛥𝑘 +𝑤1,𝑘 (3)

𝒗𝑘+1 = 𝒗𝑘 +𝑤2,𝑘 (4)

where 𝒗𝑘 =
[

𝑣𝑥,𝑘, 𝑣𝑦,𝑘
]𝑇 and 𝒏𝑘 =

[

𝑛𝑥,𝑘, 𝑛𝑦,𝑘
]𝑇 are the velocity and

position vectors of the mobile node at the 𝑘th time instance, 𝑤1,𝑘 and
𝑤2,𝑘 are independent, zero-mean, white Gaussian noises, and 𝛥𝑘 is the
𝑘th sampling interval.

A state vector 𝐱𝑘 is used in the Kalman filter and is comprised of 𝒏𝑘
and 𝒗𝑘 stacked together, in particular:

𝐱𝑘 =
[

𝑛𝑥, 𝑛𝑦, 𝑣𝑥, 𝑣𝑦
]𝑇 (5)

With this state vector, (3) and (4) can be rewritten as:

𝐱 = 𝐴 𝐱 +
[

𝑤 ,𝑤
]𝑇 (6)
3

𝑘+1 𝑘 𝑘 1,𝑘 2,𝑘 T
where 𝐴𝑘 is the matrix derived from the mobile node’s motion model
(3) and (4):

𝐴𝑘 =

⎡

⎢

⎢

⎢

⎢

⎣

1 0 𝛥𝑘 0
0 1 0 𝛥𝑘
0 0 1 0
0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎦

The next predicted state and error covariance are generated with:

𝐱̂−𝑘 = 𝐴𝑘−1𝐱̂𝑘−1 (7)

𝐏̂−
𝑘 = 𝐴𝑘−1𝐏̂𝑘−1𝐴

𝑇
𝑘−1 +𝑄𝑘−1 (8)

here 𝐱̂𝑘−1 is the previous state estimate, 𝐱̂−𝑘 is the a priori state
stimate, 𝐏̂−

𝑘 is the predicted state covariance matrix, and 𝑄𝑘 is the
rocess noise covariance matrix.

This work will consider two Kalman filtering schemes. In the scheme
hat is proposed, the observation, 𝐳𝑘, is considered to be a noise-
orrupted position measurement (derived from the raw bearing angle
easurements). In the alternative scheme, the observation, 𝜻𝑘, is a
air of noise-corrupted angles captured directly from the measurement
rocess.

.2.1. Position-based Kalman filtering
The noise-corrupted position observation, 𝐳𝑘, is computed based on

1):

𝑘 = 𝒏𝑘 +𝑤3,𝑘, (9)

here 𝑤3,𝑘 is assumed to be a white, zero-mean Gaussian noise, and
ndependent of the process noises 𝑤1,𝑘 and 𝑤2,𝑘. The physical imple-
entation of the position measurement (9) is through the triangulation

f the measured bearing angles. In [24] we showed through simulation
hat the noise in the position measurement exhibits a Gaussian form
hen the noise applied to the bearing angles is uniform or Gaussian,

hus justifying our use of Gaussian noise in this position measurement
odel.

This position measurement (9) can also be rewritten in terms of the
tate vector as:

𝑘+1 = 𝐻𝑘𝐱𝑘 +𝑤3,𝑘 (10)

here 𝐇𝑘 is the observation matrix:

𝑘 =
[

1 0 0 0
0 1 0 0

]

The observation 𝐳𝑘 is used in the state estimate:

̂𝑘 = 𝐱̂−𝑘 +𝐊𝑘
(

𝐳𝑘 −𝐇𝑘 𝐱̂−𝑘
)

(11)

here

𝑘 = 𝐏̂−
𝑘𝐇

𝑇
𝑘

(

𝐇𝑘 𝐏̂−
𝑘 𝐇𝑇

𝑘 + 𝑅𝑘

)−1
(12)

̂
𝑘 =

(

𝐈 − 𝐊𝑘 𝐇𝑘
)

𝐏̂−
𝑘 (13)

𝑘 is the Kalman gain, 𝑅𝑘 is the covariance matrix of measurement
oise, and 𝐏̂𝑘 is the posterior error covariance matrix.

.2.2. Angle-based extended Kalman filtering
For the alternative scheme, the observation, 𝜻𝑘, is expressed as:

𝒌 = Θ𝑘 + 𝜔4,𝑘

here 𝑤4,𝑘 is assumed to be a white, zero-mean Gaussian noise, and
ndependent of noises 𝑤1,𝑘 and 𝑤2,𝑘 and Θ𝑘 =

[

𝜃𝑎,𝑘, 𝜃𝑏,𝑘
]𝑇 consists of

he two bearing angles, 𝜃𝑎,𝑘 and 𝜃𝑏,𝑘, associated with the pair of base
odes, BNa and BNb, used for the measurement at the 𝑘th time instance.
he physical implementation of this measurement is directly the result
f extracting the bearing angles from the scanned light intensities.

hese angles can be expressed as nonlinear functions of the states:
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𝑔(𝑛𝑥,𝑘, 𝑛𝑦,𝑘) =
[

𝜃𝑎,𝑘
𝜃𝑏,𝑘

]

=
[

𝑔1(𝑛𝑥,𝑘, 𝑛𝑦,𝑘)
𝑔2(𝑛𝑥,𝑘, 𝑛𝑦,𝑘)

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

cos−1
⎛

⎜

⎜

⎜

⎝

(𝑛𝑥,𝑘 − 𝐵𝑎𝑥)
√

(

𝑛𝑥,𝑘 − 𝐵𝑎𝑥
)2 +

(

𝑛𝑦,𝑘 − 𝐵𝑎𝑦
)2

⎞

⎟

⎟

⎟

⎠

cos−1
⎛

⎜

⎜

⎜

⎝

(𝑛𝑥,𝑘 − 𝐵𝑏𝑥)
√

(

𝑛𝑥,𝑘 − 𝐵𝑏𝑥
)2 +

(

𝑛𝑦,𝑘 − 𝐵𝑏𝑦
)2

⎞

⎟

⎟

⎟

⎠

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(14)

here
[

𝐵𝑎𝑥, 𝐵𝑎𝑦
]𝑇 and

[

𝐵𝑎𝑥, 𝐵𝑏𝑦
]𝑇 are the position vectors of BNa and

Nb, respectively. This nonlinear relationship between the states and
he measurement requires the use of the extended Kalman filtering
EKF) scheme. Consequently, the observation matrix 𝐺𝑘 is computed as
he Jacobian of function 𝑔 evaluated at the current predicted position
𝑛̂−𝑥,𝑘, 𝑛̂

−
𝑦,𝑘]:

𝐺𝑘 =

⎡

⎢

⎢

⎢

⎢

⎣

𝜕𝑔1
𝜕𝑛𝑥,𝑘

(𝒏̂−𝑘 )
𝜕𝑔1
𝜕𝑛𝑦,𝑘

(𝒏̂−𝑘 ) 0 0

𝜕𝑔2
𝜕𝑛𝑥,𝑘

(𝒏̂−𝑘 )
𝜕𝑔2
𝜕𝑛𝑦,𝑘

(𝒏̂−𝑘 ) 0 0

⎤

⎥

⎥

⎥

⎥

⎦

(15)

where

𝒏̂−𝑘 =

[

𝑛̂−𝑥,𝑘
𝑛̂−𝑦,𝑘

]

(16)

The state estimate is then computed as:

𝐱̂𝑘 = 𝐱̂−𝑘 +𝐊𝑘
(

𝜁𝑘 − 𝑔(𝑛̂𝑘)
)

(17)

where

𝐊𝑘 = 𝐏̂−
𝑘𝐆

𝑇
𝑘

(

𝐆𝑘 𝐏̂−
𝑘 𝐆𝑇

𝑘 + 𝑅𝑎

)−1
(18)

̂
𝑘 =

(

𝐈 − 𝐊𝑘 𝐆𝑘
)

𝐏̂−
𝑘 (19)

𝑘 is the Kalman gain, 𝑅𝑎 is the covariance matrix of angle measure-
ent noise, and 𝐏̂𝑘 is the posterior error covariance matrix.

. Sensitivity metric

Increasing the number of base nodes allows the system to cap-
ure multiple perspectives of the mobile node’s location; however, the
hallenge then becomes how to best incorporate all of the available
nformation. In this paper, the proposed approach is to use a sensitivity
etric to evaluate the level of uncertainty in a computed position based

n the level of uncertainty in the pair of measured bearing angles. In
articular, this sensitivity metric can be applied to the captured angles
f each base node pair in order to characterize the level of uncertainty
n the resulting position for that pair. This allows for the position from
he base node pair with the lowest level of uncertainty to be used as
he location observation, 𝐳𝑘, for that cycle.

In this work the sensitivity metric is defined in terms of the infinity
orms of the Jacobians in the 𝑥 and 𝑦 directions, ‖𝐽𝑥‖∞ and ‖𝐽𝑦‖∞,
espectively, of the measurement equation (1) with respect to angles 𝜃1
nd 𝜃2. Rewritten to be expressed in terms of the angles, (1) becomes
𝑥
(

𝜃1, 𝜃2
)

and 𝑓𝑦
(

𝜃1, 𝜃2
)

where

𝑥 = 𝐵1𝑥 +
𝑑 sin 𝜃2

sin(𝜃2 − 𝜃1)
cos 𝜃1 (20)

𝑓𝑦 = 𝐵1𝑦 +
𝑑 sin 𝜃2

sin(𝜃2 − 𝜃1)
sin 𝜃1 (21)

Then ‖𝐽𝑥‖∞ and ‖𝐽𝑦‖∞ can be defined as:
4

Fig. 2. Illustration of the spatial sensitivity of the two base node measurement function,
half symmetry.

Fig. 3. Illustration of the spatial sensitivity of the two base node measurement function,
full symmetry.
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) (23)

These functions characterize how small changes in the measurement
ngles for a given pair of base nodes result in changes to the computed
osition. Visual representations of this uncertainty characterization is
hown in Figs. 2, 3, and 4. In Fig. 2 the plot shows the relationship
or a range of positions within 𝑥 ∈ [−10, 10] and 𝑦 ∈ [0,−20] for

pair of base nodes (BN1, BN2) located at [−3, 0]𝑇 , and [3, 0]𝑇 for
N1 and BN2, respectively. In this plot the 𝑧-axis indicates the level
f sensitivity, calculated as the Euclidean norm of ‖𝐽𝑥‖∞, ‖𝐽𝑦‖∞. A

notable observation from this illustration is that the level of sensitivity,
and correspondingly the localization uncertainty, is best along the
perpendicular bisector of the base nodes with the sensitivity getting
worse as the mobile node gets further away from the base nodes and/or
deviates away from the bisector. Fig. 2 also shows that the sensitivity

is the highest as the mobile node gets closer to being collinear with
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Fig. 4. Illustration comparing the spatial sensitivity of the two base node measurement
function when the base nodes are separated by a distance of 4 and 10 grid units.

the base nodes. In Fig. 3 this uncertainty relationship is shown to be
symmetric about the collinear axis of the base nodes. Fig. 4 shows
how the spatial sensitivity changes with different distances between the
two base nodes BN1 and BN2. In particular, it shows how the spatial
sensitivity maps when the base nodes are separated by a distance of 4
and 10 grid units, respectively. A notable obersvation is that the level of
sensitivity generally decreases as the distance between the base nodes
increases, with the exception of a small area immediately in front of
the base nodes, where the sensitivity is slightly lower when the base
nodes are closer together.

In implementation the captured angles from each pair combina-
tion of base nodes will be used to evaluate the magnitude of 𝐽 =
(‖𝐽𝑥‖∞, ‖𝐽𝑦‖∞), which is the sensitivity metric. The angles from the
ase node pairing that generates the lowest sensitivity value are used
o calculate the observed position 𝐳𝑘, to be used in the Kalman filtering
o estimate the mobile node’s position.

. Simulation results

The proposed minimum sensitivity-based data fusion approach uses
constant value, R𝑐 , for its measurement noise covariance matrix, 𝑅𝑘,

which was computed in advance using data collected from hardware.
It is discussed in detail in Section 5.1.

In simulation this proposed approach is evaluated by comparing it
to four alternatives methods, when each method is exposed to a range
of angle measurement noises.

4.1. Alternative approaches

Variable-R with minimal sensitivity
In this approach the measurement noise covariance matrix, 𝑅𝑘, is

redefined in terms of the variance of the angle measurement and thus
varies depending on the mobile robot’s current location. In particular,
𝑅𝑘 is computed via:

R𝑘 = 𝑀𝑘R𝑎𝑀
𝑇
𝑘 (24)

where

𝑀𝑘 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝜕𝑓𝑥
𝜕𝜃1

𝜕𝑓𝑥
𝜕𝜃2

𝜕𝑓𝑦
𝜕𝜃1

𝜕𝑓𝑦
𝜕𝜃2

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(25)

𝑎 is the (constant) error covariance matrix of the angle measurement,
nd 𝑓 and 𝑓 are as defined in (20) and (21), respectively.
5

𝑥 𝑦
The value of 𝑀𝑘 is re-computed for each step in the trajectory since
t is dependent on the latest angles measured at that step. Just like
n the proposed approach, the observed position 𝐳𝑘 is computed from
he base node pair with the minimal sensitivity metric. For consistency
urposes these same angles are also used to evaluate 𝑀𝑘.

Fixed-R with averaging
For this approach data fusion is achieved by averaging the tri-

angulated positions from each base node pair. As with the proposed
approach, the measurement noise covariance matrix, R𝑘, is set to the
constant value, R𝑐 .

Variable-R with averaging
This alternative approach uses both the averaging technique for

data fusion and the variable measurement noise covariance matrix that
depends on the angles measured from the current trajectory step. To
mirror the fact that the observed position 𝐳𝑘 is a blend of all 3 base
node pairs, the value of 𝑀𝑘 is computed as the average of each instance
of (25) that is generated from each pair of base node angles.

Extended Kalman filtering scheme
In this alternative approach, the captured bearing angles are di-

rectly used as the system output and are related to the states through
nonlinear functions, thereby requiring the use of the extended Kalman
Filter (EKF). Similar to the proposed approach, the measurement noise
covariance matrix, R𝑘, is set to a constant value, R𝑐 . However, in this
case the value of R𝑐 is built from the variances of the measurement
angles’ noise.

4.2. Simulation setup

The simulation involves a network that includes 3 base nodes,
even though the proposed approach applies to a network with an
arbitrary larger number of base nodes. The base nodes are positioned
into a configuration where the perpendicular bisector of each base
node pair allows near overlapping coverage at any angle relative to
the center of the configuration. In particular, the three base nodes,
BN1, BN2, and BN3, are stationed at the coordinates [−3,−3]𝑇 , [0, 0]𝑇 ,
and [3,−3]𝑇 , respectively. While other configurations, in particular an
equilateral triangle, of the base nodes may potentially have greater
coverage capabilities, limited space in the experiment environment
makes this difficult to implement while still maintaining sufficient
distance between the base nodes.

The trajectory used to evaluate the system is a single loop around
all of the base nodes where the direction of the mobile node does not
reverse, as shown in Fig. 5.

Simulation of angle measurement errors are achieved with additive
independent, zero-mean, white Gaussian noises to each of the ground
truth angles, corresponding to the base nodes which are able to estab-
lish LOS with the MN during the measurement sequence. By adjusting
the standard deviation of the Gaussian noise the level of angle error
can be controlled.

4.3. Simulation results

Each of the approaches are evaluated in simulation under different
levels of angular measurement error. The standard deviation of the
Gaussian noise is ranged from 0.5◦ to 3.0◦ in increments of 0.5◦, with
00 trials conducted for each level of error. A set of 200 random
eeds is used, one seed for each trial, to control the randomness of the
imulation so it would be repeatable and consistent across the different
evels of angular measurement error.

Fig. 6 compares the average estimated position error for four of
he algorithm variations under each level of standard deviation for the
ngular measurements; the extended Kalman filtering scheme is not
ncluded in this plot. The results in the figure show that in general the
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Fig. 5. Illustration of the single loop trajectory with the base nodes, BN1, BN2, and
BN3, located at the coordinates [−3,−3]𝑇 , [0, 0]𝑇 , and [3,−3]𝑇 , respectively.

Fig. 6. Line graph showing the average estimated position error for four of
the algorithm variations under each level of standard deviation for the angular
measurements.

proposed minimal sensitivity algorithm out performs both cases of the
averaged-based fusion technique. Both cases of the minimal sensitivity
algorithm show very similar performance output, with the proposed
fixed-R approach showing a slight advantage over the variable-R ap-
proach as the level of standard deviation for the angle measurement
error gets larger.

Results from the angle-based extended Kalman filtering approach
are shown in Figs. 7 and 8, which compare the estimated position and
estimated velocity against their ground truth counterparts, respectively.
The results shown are from a single simulated trial in which the angular
measurement noise had a standard deviation of 0.5◦. The figures show
that the velocity estimates diverge from the ground truth fairly early-
on in the trajectory, which causes the position estimates to suffer,
resulting in the system failing to maintain the LOS between the mobile
and base nodes any further. The latter observation indicates that this
EKF approach was only able to localize until trajectory step 12 of 78,
roughly 15% of the entire trajectory, which is not surprising since the
stability of an EKF is not guaranteed in general. Based on this, this
approach is not further tested in experiments.
6

Fig. 7. Simulation results from one of the trials of the angle-based extended Kalman
filtering approach in which the angular measurements experienced noise with a
standard deviation of 0.5◦. The graphs compares the 𝑥 and 𝑦 coordinates of the
estimated and ground truth positions for each the trajectory steps reached by the system
during the trail.

Fig. 8. Simulation results from one of the trials of the angle-based extended Kalman
filtering approach in which the angular measurements experienced noise with a
standard deviation of 0.5◦. The graphs compares the 𝑥 and 𝑦 coordinates of the
estimated and ground truth velocities for each the trajectory steps reached by the
system during the trail.

5. Experimental results

5.1. Setup

The nodes used in the experiments were each equipped with an LED
(CREE XRE 1 Watt Blue LED, transmitter) and photodiode (Blue En-
hanced photodiode, receiver) which were connected to a circular PCB
board with the transceiver circuitry developed by Al-rubaiai in [20].
The circuit processed the light intensity received by the photodiode
into a readable analog voltage and enabled quick switching of the LED
so to modulate the transmitted baud rate of serial communication. A
through hole slip ring was used to allow the shaft of a stepper motor to
connect to the transceiver PCB board so that the wires that connected
this circuit to the embedded controller could move freely while the
stepper motor rotated the PCB board. The motor and slip ring were
mounted together via a 3D-printed base structure [25]. Fig. 9 illustrates
the locations of these components on a generic node.
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Fig. 9. LED transceiver mounted on each node.

Each node used an Intel® Edison Board with an Arduino® Expansion
Board for the embedded controller. Equipped with a 500 MHz Intel®
Atom dual-core processor with 1 GB of DDR3 RAM, and a built-in dual-
band 2.4 GHz and 5 GHz Broadcom® 43340 802.11 a/b/g/n Wi-Fi
adapter, the Intel® Edison Board managed stepper motor rotation, LED
signal transmission and reception, and Kalman filter processing.

Rotation of the transceiver was achieved with the Intel® Edison
Board sending step pulses to the stepper motor driver which translated
the pulses and rotated the stepper motor. The particular driver used
was a Sparkfun® Big Easy Driver and was set to the quarter step mode
(i.e. each step rotated the shaft 0.225◦). Awareness of the orientation
of the node’s transceiver was maintained by the Intel® Edison Board
which kept count of the number of clockwise and counter-clockwise
steps sent to the driver.

To maintain the fixed positions of the base nodes, the 3D-printed
base of each node was mounted on the top of a 80∕20® metal beam.
Similarly for the mobile robot its 3D-printed base was mounted on the
top of a Lynxmotion® Aluminum 4WD1 Rover Kit as shown in Fig. 10.
The mobile node and base nodes are shown together in Fig. 11 on the
grid used for conducting the experiments. The grid pattern shown was
laid out with blue painters tape which followed the grout in the tiles
on the floor. Each square in the grid had a side length of approximately
23 cm and was used to represent 1 grid unit, which was used as a
generic unit of length to measure motion and position.

Each base node captured their own angles independently, and since
the computations of the Kalman filter were done entirely on BN3,
the data collected by BN1 and BN2 were transmitted back to BN3
via a physical three-wire Universal Asynchronous Receiver/Transmitter
(UART) network. In addition to exchanging angle data, the UART
network enabled BN3 to orchestrate the actions of the other base
nodes as well as supply them with the updated state estimates of the
MN so each node could search in the appropriate area for the next
measurement angle.

For the proposed approach, the measurement noise covariance ma-
trix, R𝑘, is a constant value, R𝑐 , that was calculated in advance of the
experiments by having the system try to scan the angles of the mobile
node’s position while the mobile node remained at a fixed location.
The values of this matrix were found using 3 separate fixed positions,
with each position selected to ensure that each base node pair equally
contributed to the matrix, and with 50 measurements for each location
so to best characterize the error of this 3 base node approach. The 𝑥 and
𝑦 errors generated from comparing the base node’s measured position
against these fixed positions were then fused together in the following
formula to generate the matrix.
7

Fig. 10. The mobile node had an acrylic sheet with reflective markers for capturing
the position and orientation of the rover.

Fig. 11. Overhead view of the grid floor used in experiments. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version
of this article.)

R𝑐 =
[

R𝑥,𝑥 R𝑥,𝑦
R𝑦,𝑥 R𝑦,𝑦

]

= 1
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(26)

where 𝐾 is the total number of measurements the base nodes captured,
𝑥̃ and 𝑦̃ are the magnitudes of the errors for the 𝑥 and 𝑦 coordinates,
respectively, and 𝜇𝑥 and 𝜇𝑦 are the average errors among all of the
captured measurements for 𝑥 and 𝑦, respectively.

Orientation data for the mobile node was captured by the
NaturalPoint®’s OptiTrack motion tracking system. Strategically placed
infrared cameras captured the location and orientation of the MN by
cross referencing the positions of reflective markers attached to the
MN as shown in Fig. 10. The MN would send and receive Univer-
sal Datagram Protocol (UDP) packets over Wi-Fi to get position and
heading data from the PC running the motion tracking software. The
position data received was used only as the ground truth position in
post processing of the experiment’s results.
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Fig. 12. Experimental results from one of the trials of the proposed minimal sensitivity
with fixed-R approach. The plot shows the MN’s estimated position plotted against the
ground truth.

Fig. 13. Experimental results from one of the trials of the alternative minimal
ensitivity with variable-R approach. The plot shows the MN’s estimated position
lotted against the ground truth.

.2. Results

Three experimental trials were conducted for each of the algorithm
ariations. Table 1 summarizes the performance for each algorithm
ariation across each of the three trials. In particular, it shows the
ean and standard deviation of the estimated position error magnitude.

igs. 12, 13, 14, and 15 compare the estimated and ground truth
ositions of the mobile node along the 𝑥 and 𝑦 coordinates from one
f the three trials for the minimal sensitivity with fixed-R, minimal
ensitivity with variable-R, averaging with fixed-R, and averaging with
ariable-R approaches, respectively.

Collectively these results mirror the observations noticed in the
imulation. In particular, both minimal sensitivity approaches have sim-
lar performance metrics, with the proposed fixed-R approach showing

slight advantage with a lower mean and standard deviation of its
stimated position error. Both averaging based approaches significantly
8

Fig. 14. Experimental results from one of the trials of the alternative averaging with
fixed-R approach. The plot shows the MN’s estimated position plotted against the
ground truth.

Fig. 15. Experimental results from one of the trials of the alternative averaging with
variable-R approach. The plot shows the MN’s estimated position plotted against the
ground truth.

Table 1
Summarized experimental results from the three trials of each algorithm variation.
The results include the mean and standard deviation of the estimated position error
magnitude.

Estimated position error

Mean Standard deviation

Min. sensitivity Fixed R 0.1813 0.0833
Variable R 0.1998 0.1272

Averaged Fixed R 0.2817 0.2245
Variable R 0.2518 0.2738

under-performed as both versions were unable to track the robot to the
end of the trajectory. This is because the averaging approaches, unlike
the minimal sensitivity approach, are unable to effectively mitigate the
effect of large position measurement errors.
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6. Conclusion

This paper has presented the algorithm design and system imple-
mentation of a mobile robot LED-based optical localization system that
uses a network of multiple beacon nodes to compute the coordinates
of the robot. In particular, the proposed approach builds upon our
previous two-beacon system which used the bearing angles needed to
establish LOS communication between the beacons and the robot to
compute the robot’s measured position. To optimize data fusion from
multiple beacons and improve the positioning process, a sensitivity
metric has been proposed which characterizes the level of uncertainty
in the computed position from the measured bearing angles of the
beacons. The metric is used to select the optimal pair of beacons for the
measured position. This approach overcomes the limitations of the two-
base-node approach and enables a high level of localization accuracy.
It is important to note that while our simulations and experiments are
carried out with three base nodes, the proposed approach is easily
extendable to work with groups containing more base nodes.

Simulated and experimental evaluations were conducted in a two-
dimensional terrestrial setting, so to validate the proposed design with-
out the numerous overhead concerns associated with three-dimensions
(3D). For future work, we will expand this concept to the 3D setting and
explore using more realistic dynamics of the mobile node (rigid-body
dynamics instead of point mass dynamics) to enhance the system per-
formance. Correspondingly, the system hardware will be improved and
waterproofed for experimental evaluation in the underwater setting.
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