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Design and Analysis of Sliding Mode Controller
Under Approximate Hysteresis Compensation

Mohamed Edardar, Xiaobo Tan, Senior Member, IEEE, and Hassan K. Khalil, Fellow, IEEE

Abstract— A sliding mode controller (SMC) is proposed for
a class of systems comprising a hysteresis operator preceding a
linear system with an all-pole transfer function. The hysteresis
operator is modeled with uncertain piecewise linear characteris-
tics, and a nominal inverse operator is included to mitigate the
hysteresis effect. A classical SMC design typically uses a constant
coefficient in the switching component, which is tuned via trial-
and-error. In this paper, a state- and time-dependent coefficient is
proposed based on the derived inversion error, which eliminates
the need for parameter tuning and ensures the convergence of
the sliding surface to the boundary layer without compactness
assumptions. In addition, singular perturbation is used to analyze
the system behavior within the sliding-surface boundary layer
for the case of a constant coefficient in the classical SMC design.
In particular, analytical insight is gained on the frequency-scaling
behavior of the tracking error under a periodic reference. Simu-
lation and experimental results based on a piezoelectric actuator-
based nanopositioner are presented to illustrate the design and
analysis, where the hysteresis nonlinearity is represented by a
Prandtal–Ishlinskii operator.

Index Terms— Hysteresis, nanopositioning, nonlinear control,
piezoelectric actuators, sliding-mode controller (SMC), tracking.

I. INTRODUCTION

HYSTERESIS nonlinearity exists in many control appli-
cations, especially in those involving smart material-

enabled actuators or sensors. Examples of smart materials
are piezoelectrics, magnetostrictives, and shape memory
alloys [1]. They are often used in applications that require
high accuracy and good resolution, such as nanopositioning.
While smart materials have advantages, such as compact size,
large bandwidth, and high stiffness [2], they exhibit some
nondesirable phenomena, such as hysteresis and creep.

An effective approach to dealing with hysteresis is to
use feedforward compensation, where an inverse hysteresis
operator is constructed to compensate for the hysteresis effect.
This method will reduce the impact of hysteresis appreciably,
but due to its open-loop nature, the system performance will
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Fig. 1. General control framework for systems preceded by hysteresis.

depend on the modeling accuracy and the environmental con-
ditions. Consequently, feedback control methods have been
proposed in combination with inverse compensation to miti-
gate the effects of inversion errors and other uncertainties [3].
This general approach to copping with hysteresis is shown
in Fig. 1.

Hysteresis models can be roughly classified into physical
models and phenomenological models. Physical models are
based on first principles of physics [4]. Phenomenological
models are used to produce behaviors similar to those of
the physical systems without necessarily providing physical
insight into the problems. A dominant class of phenom-
enological hysteresis models are formed through weighted
superposition of elementary hysteresis units [5], [6], and
notable examples of such models include the Preisach operator
[7], [8] and the Prandtl–Ishlinskii (PI) operator [6], [9], [10].

Examples of control schemes applied to systems with
hysteresis include adaptive control [11], [12], robust control
[13]–[23], and adaptive robust control [24]–[26]. Robust
control methods span servo-compensator [14], sliding mode
controller (SMC) [16]–[20], and H∞ control [21]–[23]. With
these methods, uncertainties in the system are handled without
complex adaptation algorithms, and their bounds are typically
assumed known. The SMC is attractive because of its robust-
ness against disturbances and parameter uncertainties [27].
Some existing SMC methods for piezo-actuated systems incor-
porate hysteresis inversion [17], [18], while others do not [16],
[19], [20].

In this paper, we advance the study of SMC schemes for
systems with hysteresis in several ways. The SMC schemes
use a switching function to dominate system uncertainties
and force the convergence to the sliding surface. Typically,
the coefficient of such a switching function is chosen to
be a constant. The choice of this coefficient is generally
ad hoc and often has to be made through extensive tuning.
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The first contribution of this paper lies in the derivation of
an analytical bound on the error in approximate hysteresis
inversion, which is subsequently exploited to realize a novel
design of the switching function that uses a state- and time-
dependent coefficient. A general class of hysteresis nonlinear-
ities with piecewise linear characteristics is considered, which
encompasses a number of hysteresis operators reported in this
paper. The proposed scheme offers a systematic methodology
for designing the SMC and eliminates the need for trial-
and-error parameter tuning. It also ensures convergence to
the sliding surface or a boundary layer of the surface, from
any initial conditions of the system and for references with
arbitrarily large amplitudes.

The second contribution of this paper is in providing an
analytical understanding of the tracking error at the steady
state. To make the problem tractable, we limit the analysis to
the case with a constant coefficient in the switching function.
To avoid control chattering, an SMC is often implemented
with the signum function replaced by a saturation function,
which acts as a high gain feedback in a boundary layer around
the sliding surface. We study the tracking error inside the
boundary layer, when the coefficients of the sliding surface
are chosen with different orders of magnitude to obtain a
multitime-scale structure. This structure is exploited to derive
an analytical expression for the tracking error at the steady
state under periodic references, and to provide insight into how
the error depends on the hysteresis uncertainties, reference
frequencies, and controller parameters.

We demonstrate our results using the example of a
piezoelectric actuator-based nanopositioner, which exhibits
pronounced hysteretic behavior. It is known that using charge
control (instead of voltage control) can substantially mit-
igate the hysteresis effect in piezoelectric actuators [28].
However, drift and saturation problems associated with gener-
ally available charge or current amplifiers present hurdles in
the adoption of charge control [21]. Despite recent advances
made in the design of charge/current amplifiers [29], voltage
control remains the popular option for piezoelectric actuators.
The nanopositioner is modeled with a PI operator followed by
linear dynamics. A PI operator consists of a weighted super-
stition of play operators, which results in hysteresis loops with
piecewise linear segments. Simulation results are presented to
support the analysis on the steady-state error for the case with
a switching function that has a constant coefficient, as well as
to shed insight on the advantages of the proposed scheme with
a nonconstant switching coefficient. Experimental results on
tracking a number of different references are further provided
to demonstrate the effectiveness of the proposed SMC scheme.

Preliminary versions of some results in this paper were
presented at the 2012 American Control Conference [30],
which dealt with a PI hysteresis model only. Improvements of
this paper over [30] include the derivation of inversion error
for the wide class of piecewise linear hysteresis models, the
analysis of steady-state tracking error in the boundary layer,
and the additional experimental results involving new types of
reference signals among other things.

The rest of this paper is organized as follows. In Section II,
we derive the bounds on the inversion error using the slope and

Fig. 2. Illustration of a hysteresis loop with piecewise linear characteristics.

Fig. 3. System with hysteresis preceded by an inverse operator.

intercept parameters of hysteresis segments, and illustrate the
results with the example of a PI operator. This bound is used to
design the SMC in Section III, where we establish the tracking
performance via Lyapunov analysis. In Section IV, we provide
analysis of the tracking error inside the surface boundary layer
for the case with constant switching coefficient. Simulation
and experimental results are presented in Sections V and VI,
respectively. Finally, conclusions are drawn in Section VII.

II. CHARACTERIZATION OF THE INVERSION ERROR

FOR PIECEWISE LINEAR HYSTERESIS

In this paper, we consider hysteresis nonlinearities with
piecewise linear characteristics, as shown in Fig. 2. Each
segment in the hysteresis loop is characterized by its slope
m-axis and y-axis intercept γ . Note that a wide class of
hysteresis models used in the literature falls under this cat-
egory, including the piecewise linear model adopted in [3],
the PI operator [6], [12], [31], the modified PI operator [10],
and the Krasnoselskii–Porkovskii (KP) operator [32] among
others. In this section, we first derive the inversion error and its
bound for general piecewise linear hysteresis models, and then
illustrate the results with a PI operator that has uncertainties
in its weight parameters.

A. Inversion Error for Piecewise Linear
Hysteresis Characteristics

Fig. 3 shows the system with a feedforward inverse hys-
teresis compensator, where the plant consists of a hysteresis
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Fig. 4. Illustration of the inversion error.

nonlinearity followed by linear dynamics described by an
all-pole transfer function. We assume that the actual hysteresis
is represented by an operator �p , and that a nominal model �m

for the hysteresis is identified for implementation of �−1
m ,

an approximate inverse to �p . Denote ud as the control applied
to the inverse model and d = ud − u as the inversion error.

For a given hysteresis segment i with slope mi and inter-
cept γi , the input-output relationship for the hysteresis operator
is given by

u = miv + γi (1)

and for perfect inversion, the input-output relationship for the
inverse operator is given by

v = 1

mi
ud + γinv,i (2)

where γinv,i can be derived as follows. By inserting (2) into (1),
we obtain

u = mi

(
1

mi
ud + γinv,i

)
+ γi

= ud + miγinv,i + γi (3)

implying

γinv,i = − γi

mi
. (4)

To model the uncertainty in hysteresis, we assume that the
inverse is still given by (2) and (4) while the actual input-
output relationship for segment i is described by

u = (mi + �mi )v + γi + �γi (5)

where �mi and �γi represent the uncertainties in the slope and
in the intercept, respectively. Fig. 4 shows how the uncertain-
ties can be used to determine an upper bound on the inversion
error. The curve u1 represents the output u when the inversion
is perfect, thus u1 = ud ; u2 represents the output in the
presence of the uncertainties, and by plugging (2) into (5),
we obtain

u2(t) =
(

1 + �mi

mi

)
ud(t) + �dc,i (6)

Fig. 5. Play operator.

where the dc uncertainty �dc,i is defined as

�dc,i = �γi − γi�mi

mi
. (7)

The difference between u2 and u1 represents the uncer-
tainty d(t)

d(t) = u2(t) − u1(t) = �mi

mi
ud(t) + �dc,i . (8)

The upper bound for d during the hysteresis segment i is then

|d(t)| ≤
∣∣∣∣�mi

mi

∣∣∣∣ |ud (t)| + |�dc,i |. (9)

The upper bound for d under all hysteresis segments is

|d(t)| ≤
∣∣∣∣�m,max

mmin

∣∣∣∣ |ud(t)| + |�dc,max| (10)

where mmin, |�m,max|, and |�dc,max| are the minimum slope,
maximum slope uncertainty, and maximum dc uncertainty,
respectively, among all hysteresis segments. In particular,
|�dc,max| is given by

|�dc,max| = |�γ,max| + |γmax||�m,max |
mmin

(11)

where |γmax| and |�γ,max| denote the maximum intercept mag-
nitude and maximum intercept uncertainty bound, respectively.
It is assumed that mmin > 0, which holds true for many
hysteresis operators under mild conditions. Equation (10) can
be written as

|d| ≤ k1|ud | + k0 (12)

where k1 = |�m,max|/|mmin| and k0 = |�dc,max|.

B. Case Study With the PI Operator

A PI operator consists of a weighted superposition of basic
hysteretic units called play operators. While in principle one
could consider a continuum of play operators, in practice,
the number of play operators is typically chosen to be finite,
say N > 0. As shown in Fig. 5, a play operator Hr is
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characterized by a threshold r , and its output ur under a
continuous, monotone input v can be written as

ur (t) = Hr [v; ur (0)](t)
= max(min(v(t) + r, ur (0)), v(t) − r) (13)

where ur (0) denotes the initial condition of the operator. For a
general input v, one can break it into monotone segments, and
compute the output by setting the final output value under one
segment as the initial condition for the next. Note that a play
operator can operate in two modes, the linear mode where
ur (t) = v(t) ± r , and the play mode, where ur (t) remains
constant. It is clear that the corresponding slope of the output-
input relationship is 1 and 0 under the linear and play modes,
respectively. In addition, from Fig. 5

|ur (t)| ≤ |v(t)| + r . (14)

The output of a PI operator consisting of N play operators is
expressed as

u(t) =
N∑

j=1

w j Hr j [v; ur j (0)](t) (15)

where w
�= (w1, w2, . . . , wN )T is the weight vector, and

r = (r1, r2, . . . , rN )T , with 0 = r1 < r2 < · · · < rN = rmax,
is the threshold vector. One can easily verify that the hysteresis
loops of such a PI operator have piecewise linear charac-
teristics. It is typically assumed that w ≥ 0 with w1 > 0,
which ensures that mmin, the minimum slope of all hysteresis
segments, is positive.

For a hysteresis segment i , its slope mi is given by

mi =
∑
Ai

wi (16)

where Ai denotes, corresponding to the hysteresis segment i ,
the set of play operators that are in the linear region. Now, sup-
pose that the actual weight for play operator Hr j is wi + �w j

with |�w j | ≤ �w,max > 0. From [14], it is straightforward to
obtain

�mi =
∑
j∈Ai

�w j

and thus

�m,max ≤ N�w,max. (17)

Finally, using (14), we can derive

γmax ≤ rmax

N∑
j=1

w j (18)

|�γ,max| ≤ N�w,maxrmax. (19)

III. DESIGN OF THE SMC

We consider a plant with linear dynamics of order k, with
the transfer function a0/sk + · · · + a1s + a0. Note that the
linear dynamics are assumed to have a dc gain of 1. This
is because any nonunity dc gain can be incorporated into the

hysteresis model preceding the dynamics. The linear dynamics
can be rewritten as

ẋl = xl+1, 1 ≤ l ≤ k − 1

ẋk = −ak−1 xk − ak−2 xk−1 − · · · − a0x1 + a0(ud + d) (20)

where y = x1 denotes the output, and a0 > 0. The tracking
error e1 is defined as

e1 = y − yr = x1 − yr (21)

where yr is the reference trajectory, which is assumed to have
continuous derivatives up to the kth order. To eliminate the dc
error at steady state, we add an integrator, the state of which
e0 is defined via ė0 = e1. Equation (20) can be written in
terms of the error as

ėl = el+1, 0 ≤ l ≤ k − 1

ėk = − ak−1(ek + y(k−1)
r ) − · · · − a0(e1 + yr )

+ a0(ud + d) − y(k)
r . (22)

The sliding surface s is designed in terms of the error

s = ek + σk−1 ek−1 + · · · + σ1e1 + σ0e0. (23)

The coefficients σ0, σ1, . . . , σk−1 are chosen such that the
polynomial pk + σk−1 pk−1 + · · ·+ σ0 is Hurwitz. To obtain ṡ,
we differentiate both sides of (23), substitute ėk from (22),
and arrange terms

ṡ = (σk−1 − ak−1)ek + · · · + (σ0 − a0)e1

−ak−1 y(k−1)
r − · · · − a0 yr + a0(ud + d) − y(k)

r . (24)

The control, ud , is composed of two components, the equiva-
lent component ueq and the switching component us

ud = ueq + us . (25)

The term ueq eliminates all terms in (24) except for the
uncertainty d

ueq(t, e) = 1

a0

[
(ak−1 − σk−1)ek + · · · + (a0 − σ0)e1

+ ak−1 y(k−1)
r + · · · + a0 yr + y(k)

r

]
(26)

where e
�= (e0, e1, . . . , ek)

T . The uncertainty d is compensated
for by the switching component

us = −β sgn(s) (27)

where sgn denotes the signum function and β, as described
below, is state- and time-dependent. By inserting (25)
into (12), we can write the bound on d as

|d(t)| ≤ k0 + k1|us(t, e) + ueq(t, e)|
≤ k0 + k1|us(t, e)| + k1|ueq(t, e)|. (28)

Define

φ(|ueq(t, e)|) = k0 + k1|ueq(t, e)| (29)

which implies

|d(t)| ≤ φ(|ueq(t, e)|) + k1|us(t, e)|. (30)
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Substituting (25) and (26) in (24), we obtain

ṡ = a0(d(t) + us(t, e)). (31)

For the stability analysis, we define a Lyapunov function
V = 1/2s2. Then, by taking the derivative of V , we can show
that, if k1 < 1, then V̇ < −a0b0|s| for

β(t, e) = φ(|ueq(t, e)|)
1 − k1

+ b0 (32)

where b0 is a small positive number. In practical implementa-
tion, a strict signum function as in (27) could cause chattering
around s = 0. To avoid this problem, we will use the following
form of switching function, where the saturation function sat(·)
replaces sgn(·) [33]

us = −β(t, e)sat

(
s

μ

)
(33)

and the parameter μ > 0 determines the size of the boundary
layer for the sliding surface s. Note that sat(s/μ) is equal
to sgn(s) for |s| > μ and equal to s/μ otherwise. With (33),
it can be shown that the tracking error converges to an ultimate
bound, which is determined by the choice of μ.

The proposed design of a state- and time-dependent switch-
ing function eliminates the need for parameter tuning as
typically required in a traditional SMC design approach, where
a constant β is adopted in the switching control. The second
major contribution of this paper is to provide new analytical
results on the tracking error when an SMC with constant β is
used, as detailed in Section IV. That design requires us to limit
the system variables to a compact set � = {ηT Pη ≤ c1} ×
{|s| ≤ c2}, where η = [e0 e1 . . . ek−1 ], η̇ = Aη + Bs. The
matrix A and the vector B are in the controller canonical form
with the last row [−σ0 − σ1 · · · − σk−1 ] in A. The matrix P
is the solution of the Lyapunov equation P A + AT P = −I
and c1 and c2 are constants. For more details, refer to [33].
It is noted that the bound obtained for a constant β is very
conservative and large because it needs to accommodate all
operating frequencies and reference trajectories among other
factors. In practice, one typically has to tune the value of
constant β through extensive simulation and experimentation.

A. System Scaling

When the linear system has a large bandwidth, as that for
the nanopositioner to be used later in the simulation and
experiments, the coefficients (σ0, . . . , σk−1 ) for the sliding
surface and the parameter μ for the boundary layer thickness
will also be relatively large, in proper orders of the bandwidth
of the dynamics.

We show this through a scaling argument for a second-order
system, which can be readily generalized for higher order
ones. With ωn as the natural frequency of the system, we have
a0 = ω2

n and a1 = 2ζωn , where ζ is the damping coefficient.
The augmented integral control ė0 = e1. The closed-loop
system is given by

ė0 = e1

ė1 = e2

ė2 = −a1(e2 + ẏr ) − a0(e1 + yr ) + a0(ud + d) − ÿr . (34)

For scaling the system, we apply the change of variables
τ = ωnt , z0 = e0ωn , z1 = e1, and z2 = e2/ωn . This will
result in a transformed system

dz0

dτ
= z1

dz1

dτ
= z2

dz2

dτ
= −2ζ z2 − z1 + ud + d − 1

ω2
n

(
ÿr + 2ζωn ẏr + ω2

n yr
)
.

(35)

Now for the transformed system, with the surface chosen as
s = z2 + σ̌1z1 + σ̌0z0 and for a boundary layer constant μ̌, the
switching component of the control is

us = −β sat

(
s

μ̌

)
= −β sat

(
z2 + σ̌1z1 + σ̌0z0

μ̌

)
. (36)

Then, we substitute the original coordinates into (36) to obtain

us = −β sat

(
e2 + σ̌1ωne1 + σ̌0ω

2
ne0

μ̌ωn

)

= −β sat

(
e2 + σ1e1 + σ0e0

μ

)
. (37)

From (37), we can see that the parameters of the sliding
surface for the nonscaled system related to those of the scaled
one as σ0 = σ̌0ω

2
n , σ1 = σ̌1ωn , and μ = μ̌ωn .

IV. ANALYSIS OF THE TRACKING ERROR

INSIDE THE BOUNDARY LAYER

In this section, we investigate the tracking error inside the
boundary layer of the switching surface when β is constant.
The purpose is to derive an analytical expression for the error
and its bound and shed light on how the error depends on the
modeling error and other system parameters.

A. Singular Perturbation Analysis

The saturation function becomes linear inside the boundary
layer, |s| < μ, with β sat(s/μ) = βs/μ. To find an
expression for ė = [ė0 ė1 . . . ėk]T, we insert d from (8)
into ėk of (22), substitute both ueq and us = −βs/μ
into ėk , and simplify terms. Note that the forthcoming
differential equations are given for any segment in the
hysteresis-loop

ėk =
[(

1 + �mi

mi

) (−a0β

μ
− σk−1

)
+ ak−1

�mi

mi

]
ek

+
[(

1 + �mi

mi

) (−a0βσk−1

μ
− σk−2

)
+ ak−2

�mi

mi

]
ek−1

+ · · · +
[(

1 + �mi

mi

) (−a0βσ1

μ
− σ0

)
+ a0

�mi

mi

]
e1

+
[(

1 + �mi

mi

) (−a0β

μ
σ0

)]
e0 + a0�dc,i + �mi

mi
y(k)

r

+ ak−1

�mi

mi
y(k−1)

r + · · · + a1
�mi

mi
ẏr + a0

�mi

mi
yr . (38)
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We divide both sides of (38) by a0β/μ. For l = 1, . . . , k,
define

δl
�= μ

a0β

(
σl−1 − al−1

�mi

mi

)
.

Equation (38) can then be written in the form

εk ėk =
(

1+�mi

mi

) [−(1 + δk)ek − (σk−1 + δk−1)ek−1

− · · · − (σ1+ δ1)e1− σ0e0
]+ μ

β
�dc,i

+�mi

mi

μ

β

(
y(k)

r

a0
+ ak−1

a0
y(k−1)

r + · · · + a1

a0
ẏr +yr

)

(39)

where εk = μ/a0β. Define λ = σ0/σ1 + δ1. In order to solve
the differential equations of the system, we make the following
assumptions.

1) For the system to be represented in a singularly per-
turbed multitime-scale structure, we require that εk �
εk−1 = 1 + δk/σk−1 + δk−1 � · · · � εl = σl+1 + δl+1/
σl + δl � · · · � ε1 = σ2 + δ2/σ1 + δ1 � 1/λ � 1.
This is the second assumption about σi ’s. The first was
about the construction of the sliding surface, where these
coefficient are chosen to make a polynomial Hurwitz.
It is not difficult to satisfy both conditions. For instance,
taking

σk−1 = αk ,
σk−2

σk−1

= αk−1, . . . ,
σ2

σ1
= α2,

σ0

σ1
= α

(40)

it can be seen that for sufficiently large α > 0, the
polynomial pk + σk−1 pk−1 + · · · + σ1 p + σ0 can be
factored as (p + nkα

k)(p + nk−1 α
k−1) · · · (p + n1α),

where n1 to nk can be made arbitrarily close to one.
Hence, the roots of the polynomial can be made arbi-
trarily close to −α, −α2 · · · − αk . With α fixed, the
condition (40) can be satisfied by choosing μ small
enough.

2) The magnitude of the slope uncertainty in each seg-
ment i is smaller than the slope itself, |�mi | < |mi |. This
assumption implies sgn(mi ) = sgn(mi+�mi ). By nested
application of the singular perturbation method [34],
we obtain an analytical approximation to the tracking
error e1. This process is shown below by an example of
a second-order system.

1) Example: Let k = 2, ε1 = 1 + δ2/σ1 + δ1, and ε2 =
μ/a0β. By using (38), the second-order closed-loop system is
given by

ė0 = e1

ė1 = e2

ė2 = a0β

μ

[(
1 + �mi

mi

)
[−(1 + δ2)e2 − (σ1 + δ1)e1 − σ0e0]

+μ

β
�dc,i + �mi

mi

μ

β

(
ÿr

a0
+ a1

a0
ẏr + yr

)]
. (41)

To present the system in a multitime-scale form, let us
define ē2 = ε1e2. The system is represented in the singularly
perturbation form as

ė0 = e1

ε1ė1 = ē2

ε2 ˙̄e2 =
(

1 + �mi

mi

) [
−(1+δ2)ē2−(1+δ2)e1−σ0

1+δ2

σ1+δ1
e0

]

+ 1+δ2

σ1+δ1

[
μ

β
�dc,i + �mi

mi

μ

β

(
ÿr

a0
+ a1

a0
ẏr +yr

)]
.

(42)

By having ε2 � ε1 � 1, we guarantee that the system of (42)
has a multitime-scale structure.

Setting ε2 = 0, we can express ē2, we can express
ė1 equation. The reduced system can be presented as a
singularly perturbed system again

ė0 = e1

ε1ė1 = −e1 − σ0

σ1 + δ1
e0 + μ

(σ1 + δ1)β

mi�dc,i

mi + �mi

+ μ

(σ1 + δ1)β

�mi

mi + �mi

(
ÿr

a0
+ a1

a0
ẏr + yr

)
. (43)

By setting ε1 = 0, we obtain

e1 = − σ0

(σ1 + δ1)
e0 + μ

(σ1 + δ1)β

mi�dc,i

mi + �mi

+ μ

(σ1 + δ1)β

�mi

mi + �mi

(
ÿr

a0
+ a1

a0
ẏr + yr

)
. (44)

Since ė0 = e1, at this point we arrive at a scalar differential
equation in one variable e0, which can be solved to get e0 and
then subsequently e1 with (44). We can follow the procedure in
this example for a kth order system. In that case, the tracking
error e1 = ė0 is given by

ė0 = − σ0

σ1 + δ1
e0 + μ

(σ1 + δ1)β

mi�dc,i

mi + �mi

+ μ

(σ1 + δ1)β

× �mi

mi + �mi

(
y(k)

r

a0
+ ak−1

a0
y(k−1)

r +· · ·+ a1

a0
ẏr + yr

)
.

(45)

Note that the solution of (45) only depends on σ0 and σ1 while
the other parameters of the surface (σ2 or higher) are part of
the fast transient of the original system, which is approximated
using the singular perturbation method. The above steps show
how we obtain e0 for a given hysteresis segment i . In order
to accommodate the effect of traversing from one segment to
another, we follow the procedure described below, where we
consider a sinusoidal reference for ease of presentation.

B. Tracking Error for a Sinusoidal Reference

In order to discuss how the error scales with frequency,
a sinusoidal reference yr = Ac sin(ωt) is applied to the
system. We assume that the solution of the closed-loop system
converges to a periodic function with the same period T of
the reference input. This assumption is reasonable in view of
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the simulation and experimental results in this paper and also
in [14], [15], [17], [35], and [18].

The idea of getting a solution that shows the impact of
all hysteresis segments on each other is explained by the
following steps, which are analogous to those for analyzing
a proportional-integral (PI) controlled system in [36]. We start
by solving (45) for the segment i with initial value e0(ti ),
where i = 1, . . . , L and L is the number of segments of a
hysteresis-loop at the steady state. Then, the final value of
this segment e0(ti+1) will serve as the initial value for the
following segment i +1. We continue this process around one
cycle until we get e0(ti + T ). The periodicity of the solution
implies that e0(ti + T ) = e0(ti ), which allows us to obtain
an expression for e0(ti ). By substituting this expression in
the solution of (45), we get e0(t), ti ≤ t < ti+1, and then
segment by segment, we can get e0(t) for the rest of the cycle.
Subsequently, the tracking error e1 is obtained via e1 = ė0.

With yr = Acsinωt and (45), one obtains

ė0 = −λe0 + Ki + Mi sinωt + Ni cosωt . (46)

Here, without loss of generality, we can take the dimension of
the linear dynamics k as an even number, which is common
in linear systems with complex modes. From (45), we have

Ki = μ

(σ1 + δ1)β

mi�dc,i

mi + �mi

Mi = μAc

(σ1 + δ1)β

�mi

mi + �mi

(
1− a2

a0
ω2+· · ·+(−1)k/2 ωk

a0

)

and

Ni = μAc

(σ1 + δ1)β

�mi

mi + �mi

×
(

a1

a0
ω − a3

a0
ω3 + · · · + (−1)(k−2)/2 ak−1

a0
ωk−1

)
.

Note that if k is an odd number, we only need to redefine the
quantities Mi and Ni . The solution of the first-order equation
(46) is

e0(t) = e−λ(t−ti)e0(ti ) + Ki

λ

[
1 − e−λ(t−ti)

]

+ Mi

λ2 + ω2

[
(λsinωt − ωcosωt) − eλ(t−ti)

(λsinωti − ωcosωti )
]

+ Ni

λ2 + ω2

[
(λcosωt + ωsinωt)e−λ(t−ti)

(λcosωti + ωsinωti )
]
. (47)

From (46), it can be shown that the tracking error e1 at the
steady state is composed of periodic, exponentially decaying
terms and sinusoidal terms. The decaying terms can be made
decrease fast by making λ large enough. Let us investigate
closely the effect of different parameters on the nondecaying
sinusoidal terms. It can be shown that at the steady state

e1(t) = �i (λsinωt − ωcosωt) + Mi sinωt

+�i (λcosωt + ωsinωt) + Ni cosωt (48)

where �i = −λMi/λ
2 + ω2, and �i = −λNi/λ

2 + ω2.
To see how we can use (48) to calculate the bound on the

tracking error, let us go back to our example with the second-
order linear dynamics and substitute �i ,�i ,Mi ,Ni by their
equivalent expressions in (48). We also approximate (σ1 + δ1)
by σ1

e1(t) = μAc

σ1β

�mi

mi
[A1(ω)sinωt + A2(ω)cosωt] (49)

where

A1(ω) =
(

ω2

λ2 + ω2

[
1 − ω2

a0

]
− λω

λ2 + ω2

[
a0

a1
ω

])

and

A2(ω) =
(

ω2

λ2 + ω2

[
a0

a1
ω

]
+ λω

λ2 + ω2

[
1 − ω2

a0

])
.

The error size depends on how the frequency ω is related to
the parameter λ = σ0/σ1.

We see from (49) that the sinusoidal portion of the error is
proportional to the segment slope uncertainty �mi , the size of
the reference input Ac, and the chosen size of the boundary
layer μ. However, we can reduce this error by increasing
σ1 or β. We know that β is the amplitude of the switching
component of the control signal, which is constrained by the
actuator limits. By increasing σ1, we are also required to
increases σ0 and this leads to using high gains.

For frequencies ω � λ, the error e1(t) ∝ ω/λ and
increases as the frequency increases. However, when λ �
ω � ωn = √

a0, the error will be in the form e1(t) ∼=
μAc/σ1β�mi /mi (sinωt + λ/ωcosωt). The cosine term
decreases as we increase the frequency, which causes the error
to decrease. At higher frequencies that approach the resonance
frequency, the terms dependent on a0 = ω2

n and a1 = 2 ζωn

start to be effective and contribute to the total error.
The upper bound on e1 can be obtained from (49) as

|e1(t)| ≤ μAc

σ1β

|�m,max|
mmin

√
A2

1(ω) + A2
2(ω). (50)

V. SIMULATION RESULTS

Control of a commercial nanopositioner (Nano-OP65
with Nano Drive controller, Mad City Labs Inc.) is used
to demonstrate the results. The simulation is based on the
experimentally identified model of the nanopositioner. The
piezo-actuated positioner has a total travel range of 65 μm, and
has a built-in capacitive sensor that measures its displacement
output. The Nano Drive controller contains low-noise, low-
drift power amplifier for driving the piezoelectric actuator, and
has other functions such as realizing PI closed-loop control.
In this paper, the Nano Drive controller is solely used as
a power amplifier; data acquisition and control are realized
through a dSPACE system (RT1104, dSPACE). A picture of
the nanopositioner, its power amplifier (Nano Drive), and the
data acquisition interface is shown in Fig. 6.

The linear dynamics are fitted experimentally with a second-
order system with the transfer function a0/s2 + a1s + a0,
where a1 = 5.743 × 103 and a0 = 1.717 × 108, implying a
resonant frequency of ωn = 1.3 × 104 rad/s. The hystere-
sis is modeled with a PI-operator with five play operators
with thresholds r = [0, 0.63, 1.27, 2.54, 4.45]T and the
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Fig. 6. Experimental setup including the nanopositioner, power amplifier,
and data acquisition interface.

vector of weights for the operator is w = [5.88, 1.58,
0.47, 0.98, 0.4]T . For the purpose of simulation, we perturb
each component of the weight vector by �w,max = 0.15. This
perturbation is chosen such that the obtained inversion error
has a size close to what we have observed in experiments when
the inverse operator is cascaded with the real nanopositioner.
We calculate the corresponding maximum uncertainties on
the slopes as |�m,max| = 0.75 and |�γ,max| = 3.3. The
calculated constants for the inversion error bound (12) of the
switching control are k1 = 0.13 and k0 = 8.6. The inversion
of the PI operator is realized through another PI operator, the
thresholds and weights of which are computed as described
in [10].

The simulation results consist of mainly two parts. In the
first part, we show the advantage of the proposed SMC scheme
with state- and time-dependent β. Fig. 7 shows that, for a
sinusoidal reference with a range of 70 μm, both the proposed
SMC scheme and an SMC scheme with a constant β = 10 are
able to achieving good tracking. However, as shown in Fig. 8,
when the range of the reference is increased to 130 μm, the
scheme with the constant β is no longer able to dominate
the impact of the hysteresis inversion error and results in
instability. In contrast, the proposed scheme tracks the new
reference well without the need for parameter retuning.

In the second part of the simulation results, we validate
the tracking error analysis presented in Section IV, when
a constant β is used. As commented in Section III, rigor-
ous choice of such a β would result in very conservative,
impractical values for β. Hence, a trial-and-error approach
is used here to pick the values for β. Note that our focus
is on the validation of the analytical approximation for the
inversion error and exploration of the factors affecting the
error. In Fig. 9, we compare the maximum amplitudes of
the tracking error obtained through simulation and through
analysis (50), respectively, when the reference signal is a
sinusoid with amplitude of 25 μm and frequency ranging from
1 to 3000 Hz. In this plot β = 12.5 is used. The sliding surface
coefficients are chosen as σ1 = 3×104 and σ0 = 3×106 while
the boundary layer parameter is μ = 2 × 104. The value of
μ is chosen in the order of σ1. These values are chosen high

Fig. 7. Tracking performance for a reference with range of 70 μm.
(a) State- and time-dependent β. (b) Constant β = 10.

Fig. 8. Tracking performance for a reference with range of 130 μm.
(a) State- and time-dependent β. (b) Constant β = 10.

because the actuator has large bandwidth ωn . The normalized
values can be calculated as explained in the system scaling
part toward the end of Section III.

From Fig. 9, we notice the following. The error obtained
in simulation increases with the frequency up to 50 Hz, then
it remains almost constant for the midfrequency range until
about 400 Hz, and then it starts to decrease before it increases
again at higher frequencies. The analytical error bound shows
similar characteristics for all frequencies, thus supporting the
validity of the presented analysis.
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Fig. 9. Comparison of simulation and analytical results on the tracking error
at different frequencies.

Fig. 10. Comparison of maximum tracking errors observed in experimental
and simulation results, when the rate limiter is included in the simulated
system.

VI. EXPERIMENTAL RESULTS

In this section, we present experimental results on tracking
various reference signals using the proposed SMC method
with a state- and time-dependent β. Since the velocity of
the nanopositioner is not available for measurement, a linear
observer is used to estimate the velocity for the closed-
loop system. During the experiments, an important safety
mechanism is a rate limiter implemented in dSPACE, to protect
the positioner from sudden changes of the applied voltage.
The rate limiter modifies the control input to meet the rate
constraint, but also distorts the control signal when tracking
relatively high-frequency references. Specifically, it introduces
a phase lag between the reference signal and the output,
causing a larger tracking error. To show this, a rate limiter
is added to the simulated system, and as shown in Fig. 10,
the rise of the maximum tracking error with frequency for the
simulated system shares a similar trend with that for the exper-
imental system. Here, the reference trajectories are sinusoidal
signals with amplitudes of 20 μm and frequencies ranging
from 1 to 300 Hz.

In Table I, we further compare the proposed SMC scheme
and a PI controller on the maximum tracking error under
the aforementioned sinusoidal references. The results of the
PI control are obtained from [37]. It is obvious form Table I
that the proposed controller outperforms the conventional

TABLE I

EXPERIMENTAL COMPARISON BETWEEN MAXIMUM TRACKING

ERRORS (μm) FOR SMC AND PI CONTROL

Fig. 11. Experimental results on tracking a multifrequency reference using
the proposed SMC scheme.

PI controller at all frequencies, except at a very low frequency
(1 Hz), where they have comparable performance. We note
that, while the PI controller is popular and adequate for many
industrial applications requiring low-bandwidth operations, in
general, a controller that enables higher bandwidth (before
the onset of excited vibrations) is of interest. Even in the
domain of nanopositioning, there are applications (for exam-
ple, fast-speed atomic force microscopy) where higher speeds
of operation would be welcome. Therefore, it is instrumental
to compare the controllers at frequencies beyond a few Hz,
the typical bandwidth range for commercial PI controllers.

Additional nonsinusoidal reference signals are also applied
to examine the performance of the proposed controller. Fig. 11
shows the results on tracking a multifrequency reference
composed of two sinusoidal signals of frequencies 15 and
30 Hz, while in Fig. 12 shows the tracking results under
a reference that generated using a van der Pol oscillator.
In both Figs. 11 and 12, the proposed controller succeeds in
tracking the reference trajectories with small tracking errors
of <0.5 μm. A further comparison of tracking errors under
the multisine frequency reference for the SMC scheme and
the PI controller is shown in Fig. 13. This figure not only
confirms the observation from Table I that the proposed SMC
scheme outperforms the PI controller as the steady state, but
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Fig. 12. Experimental results on tracking a van der Pol oscillator-generated
reference using the proposed SMC scheme.

Fig. 13. Comparison of experimental tracking errors under the multisine
reference.

also demonstrates the advantages of the SMC scheme during
the transients. In particular, the latter scheme shows faster
transients and smaller oscillations than the PI controller.

Finally, we note that, from Figs. 11 and 12, the SMC
scheme results in apparent high-frequency oscillations in the
tracking error. Since the corresponding reference signals have
frequency components lower than 50 Hz, those oscillations
are not believed to be caused by the excited vibration of
the nanopositioner, which has a resonant frequency of over
2000 Hz. Instead, the cause of the observed oscillations is
likely the chattering of the SMC, due to the relatively small μ
(close to 1 after the aforementioned scaling) for the satura-
tion function, unmodeled system dynamics and nonlinearities,
delay in the digital control system, and other nonideal factors
in the experiments.

VII. CONCLUSION

Hysteresis nonlinearity is a main challenge in many applica-
tions that require tracking control. A general approach to deal-
ing with this issue is to use hysteresis-inverse compensation

integrated with feedback control. In this paper, we derived a
bound on the inversion error using the slope-intercept parame-
ters of piecewise linear hysteresis loops. This bound was used
in the design of an SMC with a state- and time-dependent
switching function β. The approach ensures the convergence
to the boundary layer of the sliding surface without impos-
ing a compactness assumption, and eliminates the need for
parameter tuning as required for the design of a constant β
in the classical approach. Furthermore, using multitime-scale
analysis, we derived an expression for the tracking error inside
the boundary layer of the sliding surface for the case of a
constant switching function β. It was shown that the error
is proportional to the chosen boundary layer size (μ) and
inversely proportional to the coefficient of the error term (σ1)
in the surface equation as well as the amplitude of the
saturation function (β) of the control signal. In particular, the
expression of the tracking error shows how the error scales
with frequency. It was shown analytically and by simulation
that the error increases in the first portion (ω < λ) of range of
interest and stays constant before it is affected by resonance
frequencies and fast dynamics. Experiments were conducted
for a pizeo-electric actuator, where the results confirmed the
effectiveness of the proposed SMC design in the tracking of
a number of different reference signals.

Our design and analysis was limited to the case where the
linear plant had no zeros. In future work, we plan to extend the
proposed approach to systems with zero dynamics, including
the case with unstable zero dynamics. We will also explore the
application of the approach to other piecewise linear hysteresis
models, such as the modified PI operator and the KP operator.
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